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Introduction

1 Privacy Protection
- Prevents personal information exposure by analyzing synthetic

data where personal details are unidentifiable.

2 Data Augmentation
- Generates additional datasets when data is insufficient.
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Introduction

1 Challenge
▶ Handling missing data.
▶ Due to the diversity in data types, we encounter challenges in

modeling joint distributions and relationships among variables.

2 Solution :
▶ BERT architecture
▶ Novel masking method.
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Introduction

The previous attempt at solving the challenges.

• GANs, VAEs
▶ Challenges of robustness and scalability across different

datasets.

• Diffusion model
▶ Privacy leakage problem.

• No model has a solution for missing data.
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Related Work - Attention

Figure 1: Q ∗ K t : The example of Attention matrix.

Attention(Q,K ,V ) = softmax

(
QK t

√
dk

)
V

• I : The number of words in one input sentence.
• d : Embedding dimension.
• Q, K , V : RI×d matrix, Query, Key, Value. Each matrix is

uniquely determined for each sentence and can be updated.
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Related Work - Transformer

Process of generating the t-th word in the translated sentence.

Ŷt = D2(E(X ),D1(Y0 ⊕ Ŷ1 ⊕ ...⊕ Ŷt−1))

• t ∈ {1, 2, ...,T + 1} : T is the number of words in one output sentence.

• X : Embedded sentence to be translated.

• Ŷt : Predicted t-th embedded word token.

• Y : True translated embedded sentence.

• Y0 , ŶT+1 : Start token, End token

• E(X ) : RI×d → RI×d , Encoder function.

• D1(X ) : Rt×d → RT×d , The first layer of decoder function.

• D2(X ,Y ) : RI×d ×Rt×d → RI×d , The second layer of decoder function.
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Related Work - BERT

BERT-Bidirectional Encoder Representations from Transformers

Figure 2: The example of masked X.

Ŷt = E(Xm)

L = L(Ŷt ,Yt) ; loss function

• Xm ∈ Fm : RI×d matrix, Fm is a set of masked fields.
• Yt : A true t-th vector.
• Ŷt : A prediction vector of t-th word.
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Methodology

How is the BERT utilized to generate tabular data?

• BERT input : embedded sentence

• TabMT input
▶ Categorical variable : Same embedding method of BERT.

xi ,j ∼ N(0, Id)

• xi ,j ∈ Rk : embedded vector of i-th category, j-th class.

• d : embedding dimension.

9



Methodology

How is the BERT utilized to generate tabular data?
• TabMT input

▶ Numerical variable : K-means Quantizing and Ordered
embedding.
▶ After k-means clustering on the values of the nth variable,

then replace each value with the mean of the cluster it belongs to.

NE (xn) = rn · Wt
n + bn

Q(x) = argmin
µ

α∑
i=1

∑
x∈Si

∥x − µi∥2 , rn =
Q(xn)−min(Q(xn))

max(Q(xn))−min(Q(xn))

• xn ∈ Rk input, unmasked variable of n-th row.
• k : The number of unique unmasked input variables.
• NE(xn) :R → Rk×d The embedding function of numerical variable.
• α : The hyperparameter of k-means clustering.
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Methodology

How is the BERT utilized to generate tabular data?

1 In training process, masking probability is not fixed but sampling
in uniform distribution.

P (pm = p) ∼ U(0, 1)

P (|Fm
i | = k) =

∫ 1

0

(
l

k

)
pk(1 − p)l−kdp =

1
l + 1

▶ For each row Fi , a set of unmasked fields Fu
i and a set of masked

fields Fm
i

▶ pm = P (Fi,j ∈ Fm
i ) ; masking probability.

▶ Training uniformly across subset sizes.
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Methodology

2 In generating process, the order of generated variable is not fixed
but random.

(left) Distribution of training process. (right) Distribution at generation step
0 ≤ t ≤ l

▶ Since we encounter each t exactly once, this overall distribution is
identical to the masking distribution encountered during training.
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Methodology

How is the BERT utilized to generate tabular data?

• TabMT output Ŷ ∈ Rk : prediction vector of each field.(masked
field and unmasked field)

• The generated quantized value determines the final value Ŷ based
on the distribution of the cluster.
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Experiment - ML Utility

Figure 3: ML Utility score and std across techniques.

• ML Utility score was obtained by using CatBoost trained on
synthetic data to predict the original test data.

• The score was computed as the f1-score for classification datasets
and as R2 for regression datasets.

• TabMT performs better than all methods except TabDDPM.
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Experiment - Privacy

• DCR score: Average of the distance between synthetic data and
original data.

• The tabular data generator has the trade-off between privacy and
data quality, so the paper compared its privacy score only with
TabDDPM, which had similar ML utility scores.

• TabMT performs better privacy score than TabDDPM.
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Experiment - Missing data

Figure 4: ML Utility score of TabMT when training with 25% of values
missing. Delta represents the difference in ML Utility score from training with
no missing values.

• Other generators need to either drop rows with missing values or
find ways to impute the missing values when a row contains
missing data.

• Using TabMT’s masking procedure, TabMT can inherently handle
arbitrary missing data.
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Conclusion

• Superior data quality
▶ Our model achieves state-of-the-art generation quality.

• Missing data robustness
▶ The quality remains consistent even in the presence of

missing data.

• Privacy preserving generation
▶ Our model achieves superior privacy.
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