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Introduction

@ Privacy Protection
- Prevents personal information exposure by analyzing synthetic
data where personal details are unidentifiable.

® Data Augmentation
- Generates additional datasets when data is insufficient.



Introduction

@ Challenge
» Handling missing data.

» Due to the diversity in data types, we encounter challenges in
modeling joint distributions and relationships among variables.
® Solution :

» BERT architecture
» Novel masking method.



Introduction

The previous attempt at solving the challenges.

® GANs, VAEs
» Challenges of robustness and scalability across different
datasets.

e Diffusion model
» Privacy leakage problem.

® No model has a solution for missing data.
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Related Work - Attention
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Figure 1: Q x K': The example of Attention matrix.

Attention(Q, K, V') = softma (QKt> %
| ) ) = X
Vi

® |/ : The number of words in one input sentence.

® d : Embedding dimension.

e Q, K, V: R™ matrix, Query, Key, Value. Each matrix is
uniquely determined for each sentence and can be updated.



Related Work - Transformer

Process of generating the t-th word in the translated sentence.

Yi = Dy(E(X),D1(Yo® Y1 @ ... & Yi_1))

o t €{1,2,..., T+ 1} : Tis the number of words in one output sentence.

X : Embedded sentence to be translated.

Y; : Predicted t-th embedded word token.

® Y : True translated embedded sentence.

° Yy, \A/TH . Start token, End token

® £(X): R/*9 - R!™9 Encoder function.

® Di(X): R™>4  RT*9 The first layer of decoder function.

® Dy(X,Y): R*dxR*d 5 R/*9 The second layer of decoder function.



Related Work - BERT

BERT-Bidirectional Encoder Representations from Transformers
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My dog is hairy My dog is [MASK]

Figure 2: The example of masked X.

Yi = E(Xm)

L=L( Y, Y:) ; loss function

e X, € F™: R'*9 matrix, F™ is a set of masked fields.
® Y, : A true t-th vector.

A

® Y, : A prediction vector of t-th word.
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Methodology

How is the BERT utilized to generate tabular data?
e BERT input : embedded sentence

® TabMT input
» Categorical variable : Same embedding method of BERT.

X,"j ~ N(O7 Id)

® x;; € RX: embedded vector of i-th category, j-th class.

® d : embedding dimension.



Methodology

How is the BERT utilized to generate tabular data?
e TabMT input
» Numerical variable : K-means Quantizing and Ordered
embedding.
» After k-means clustering on the values of the nth variable,
then replace each value with the mean of the cluster it belongs to.

NE(x) = rp - WE + b,

. 2 Q)  min(Q(s)
Q(x) = argmin x—uill® o, = i
(x) arer ;; 1% = i max(Q(xn)) — min(Q(xn))

xn € R¥ input, unmasked variable of n-th row.

® k : The number of unique unmasked input variables.

NE(x,) :R — R**? The embedding function of numerical variable.
« : The hyperparameter of k-means clustering.
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Methodology

How is the BERT utilized to generate tabular data?

@ In training process, masking probability is not fixed but sampling
in uniform distribution.

P (pm = p) ~ U(0,1)

1
/ 1
P(IF7| = k) = “1—p)rdp= —
([F"[ = k) /O(k>p( p) tdp =g

» For each row F;, a set of unmasked fields F¥ and a set of masked
fields F7"

» pn = P(F;j € F") ; masking probability.

» Training uniformly across subset sizes.
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Methodology

@® In generating process, the order of generated variable is not fixed

but random.
[mask] [mask] [mask] iample 37 37
[mask] Sample Male Male Male Male
[mask] [mask) |P2ple 2.3 2.3
[mask] [mask] [mask] (mask) ARl S
1 P(szs):t!‘(/—t)!: 1
P(FM"=5s)= !

—_— I I\

. t

|s]
(left) Distribution of training process. (right) Distribution at generation step
0<t</

» Since we encounter each t exactly once, this overall distribution is
identical to the masking distribution encountered during training.
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Methodology

How is the BERT utilized to generate tabular data?

e TabMT output Y € R¥ : prediction vector of each field.(masked
field and unmasked field)

e The generated quantized value determines the final value Y based

on the distribution of the cluster.
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Experiment - ML Utility

DS TVAE CTabGAN+ RealTab. TabDDPM TabMT Real

AB  0433+0.008 0467+0.004 0.504+0.011  0.550+0.010 0.535+0.004  0.556--0.004
AD  0.781£0.002 0.772+0.003  0.811£0.002  0.795+0.001  0.814+0.001 0.815+0.002
BU  0.864+0.005 0.884:+0.005 0.928+0.003"  0.906+0.003  0.908+0.002  0.9060.002
CA  0.752+0.001 0.525+0.004  0.808+0.003  0.836+0.002 0.838+0.002 0.85740.001
CAR  0.717£0.001  0.733+0.001 - 0.737£0.001  0.738+0.001  0.738=0.001
CH  0.732+£0.006 0.702+0.012 - 0.755+0.006  0.741+0.005  0.740-0.009
DI 0.714£0.039  0.734+£0.020  0.73240.027  0.740+0.020  0.769+0.018 0.785+0.013
FB  0.685+0.003 0.509+0.011  0.771+£0.004  0.713£0.002  0.798-£0.002  0.837+0.001
GE  0.43440.006 0.406+0.009 - 0.5974£0.006  0.605+0.008  0.636--0.007
HI  0.638+0.003  0.664:0.002 0.7224+0.001  0.727+0.001  0.724-0.001
HO  0.493+0.006 0.504+0.005 0.677+0.010  0.619+0.004  0.662+0.003
IN  0.78440.010 0.797+0.005 0.809+0.002  0.811+0.003  0.814-+0.001
KI  0.82440.003 0.444+0.014 0.833+0.014  0.876+0.011  0.907+0.002
ML 0.912+0.001 0.892+0.002 0.936+0.001  0.938+0.001  0.934:-0.000
WL 0.501£0.012  0.798+0.021 0.904+0.009 0.881+0.009  0.898+0.006

Figure 3: ML Utility score and std across techniques.

e ML Utility score was obtained by using CatBoost trained on
synthetic data to predict the original test data.

® The score was computed as the fl-score for classification datasets
and as R? for regression datasets.

® TabMT performs better than all methods except TabDDPM.
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Experiment - Privacy

Table 2: DCR score comparison between TabDDPM and TabMT. Corresponding MLE scores are in

DS  TabDDPM  TabMT DS TabDDPM  TabMT

AB  00500.550) 0.249(0.533)

AD 01040795 1.010.811) e g‘ﬁggg'ggg g'ﬁggg'gggg

BU  0.143(0.906) 0.165(0.908) Ho one0drn ostoson

CA  0041(0.836) 0.117(0.832) N o050 ooeloee
CAR  00120.737) 0.041(0.737) Kl 01890833 0.395.0860

CH 01570755 0281(0.758) -189(0. -335(0.

MI  0.022(0.936) 0.026(0.936)
DI 0.204(0.740) 0.243(0.740)
FB 01120713 02520787 WL 0.016(0.904) 0.063(0.881)

® DCR score: Average of the distance between synthetic data and
original data.

® The tabular data generator has the trade-off between privacy and
data quality, so the paper compared its privacy score only with
TabDDPM, which had similar ML utility scores.

® TabMT performs better privacy score than TabDDPM.
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Experiment - Missing data

DS MLUtlty  Delta

score

AD 0.813 -0.001
KI 0.868 -0.008

Figure 4: ML Utility score of TabMT when training with 25% of values
missing. Delta represents the difference in ML Utility score from training with
no missing values.

® Other generators need to either drop rows with missing values or
find ways to impute the missing values when a row contains
missing data.

® Using TabMT's masking procedure, TabMT can inherently handle
arbitrary missing data.
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Conclusion

® Superior data quality
» Our model achieves state-of-the-art generation quality.
® Missing data robustness
» The quality remains consistent even in the presence of
missing data.
® Privacy preserving generation

» Our model achieves superior privacy.
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